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Let o1,...,00 € {—1,1} ; apmir : [—a,a] — R be continuous at
the points —a and a, nondecreasing functions for m € {1,2} and
7;,]{5 c {1, ce ,n}, CLZ]{;@) = alik(t) — agik(t), A = (aik)zkzl, Am =
(@mir)i et (m =1,2); f = (fa)i=1 : [-a,a] x R" — R" be a vector-
function belonging to the Carathéodory class corresponding to the
matrix-function A, and ¢; : BVi(|—a,a],R") - R (i=1,...,n)
be continuous functionals, which are nonlinear in general.

For the system of generalized ordinary differential equations

dx(t) = dA(t) - f(t,z(t)), (1)

where z = (x;)I_;, consider the multipoint boundary value problem

ri(—oa) = @i(x1,...,x,) (1=1,....,n). (2)

Generalized ordinary differential equations are introduced by
J.Kurzweil (1956). Quite a few questions of the theory (both lin-
ear and nonlinear)have been studied sufficiently well by J.Kurzweil,
T.H.Hildebrandt, J.Groh, St.Schvabik, M.Tvrdy, N.Kekelia and other.

In this report we give necessary and sufficient as well effective suf-
ficient conditions for the existence of solutions of the boundary value
problem (1), (2). Analogous results are established for the multi-
point boundary value problems for systems of ordinary differential
equations by I.Kiguradze.

The theory of generalized ordinary differential equations enables
one to investigate ordinary differential, impulsive and difference equa-
tions from the commonly accepted standpoint.

Throughout the report, the following notation and definitions will

be used.

R =] — 00, +00], Ry = [0,400]; [a,b] (a,b € R) is a closed
segment.

R™™ is the space of all real n x m-matrices X = (z;;); /2, with
the norm || X|| = jmax Z |74

R ={(wi)ij2 s w2 0(=1,...,n j=1,....m)}.
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R" = R™! is the space of all real column n-vectors & = (z;)"";;
R" = R

diag(Ai, ..., A,) is the diagonal matrix with diagonal elements
AL, ..., Ap; 045 1s Kronecker symbol, i.e., 9;; =11t ¢ = 75 and 4;; =0
ifij(i,j=1,...,n)

VP(X) is the total variation of the matrix-function X : [a,b] —
R™™ ie., the sum of total variations of the latter’s components.

X(t—) and X (t+) are the left and the right limits of the matrix-
function X : [a,b] — R"™™ at the point ¢.We shall assume X (t) =
X(a) for t <aand X(t) = X(b) for t > b, if necessary;

AX(t) = X(1) = X(t—), doX(t) = X(t+) — X(2);
[ X[ =sup{[[X (@) = ¢ € |a, 0]}

BV ([a,b], R"™™) is the set of all matrix-functions of bounded
variation X : [a,b] — R™™ (i.e., such that V*(X) < 400);

BV(la,b], R") is the normed space ( BV ([a, b], R"), || - ||5);

C([a,b], D), where D C R™™_is the set of all absolutely contin-
uous matrix-functions X : [a,b] — D.

Croc[a, b] \ {m.}7,, D) is the set of all matrix-functions X :
la,b] — D whose restrictions to an arbitrary closed interval [c, d]
from [a, b] \ {7}, belong to C([c,d], D).

If By and By are normed spaces, then an operator g : By — Bs
(nonlinear, in general) is positive homogeneous if

g(Az) = Ag(x)
for every A € Ry and x € B;.

An operator ¢ : BV/([a,b], R") — R" is called nondecreasing if
for every x,y € BV([a,b], R") such that xz(t) < y(t) for t € [a, b]
the inequality ¢(x)(t) < @(y)(t) holds for ¢ € [a, b].

S;: BV([a,b],R) — BV(la,b],R) (j =0,1,2) are the operators
defined, respectively, by

S1(x)(a) = Sy(x)(a) =0,
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Si(x)(t) = X dix(r) , Sx)(t) = X dox(r) for a<t<b,

a<t<t a<rt<t

and

So(z)(t) = x(t) — Si(x)(t) — Sa(x)(t) for t € [a,b)].

If g : [a,b] — R is a nondecreasing function, = : |a,b] — R and
a<s<t<b, then

S/t:c(T) dg(T) = /:1:(7) dSo(g)(T)+ X x(1)dig(T)+ X x(7)dag(T),

]s,t[ s<T<L s<T<t

where } J [ x(7) dSy(g)(7) is the Lebesgue—Stieltjes integral over the
s,t

open interval |s, t| with respect to the measure po(Sp(g)) correspond-
ing to the function Sy(g).
If g(t) = g1(t)—g2(t), where g1 and g, are nondecreasing functions,
then
t

S/tl‘(T) dg(T) = S/tﬂf(T) dgi() — [@(7)dgs(T) for s<t.

S

L(la,b], R; g) is the set of all functions z : [a, b] — R, measurable
and integrable with respect to the measures u(g;) (¢ = 1,2), i.e. such
that

a/]a:(t)\ dgi(t) < 400 (i=1,2).

A matrix-function is said to be continuous, nondecreasing, inte-
grable, etc., if each of its components is such.

If G = (gik)ﬁzzzl . [a,b] — R™™ is a nondecreasing matrix-
function and D C R"*™ then L([a, b], D; G) is the set of all matrix-
functions X = (:ij)kj 1 ¢ la,b] — Dsuchthat xy; € L([a,b], R; gix)
(t=1,...,Lk=1,...,n;7=1,...,m);

t n ot m
S/dG(’T) - X (1) (kzls/:ckj T)dgi (T ))ljzl for a<s<t<b,

S;(G)(t) = (Sj(gik)(t))ézzzl (j=0,1,2).
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If Dy C R" and Dy C R™™, then K(|a,b] x Dy, Ds; G) is the
Carathéodory class, i.c., the set of all mappings F' = (fi;)piz :
la,b] x D; — D5 such that for each i € {1,... 1}, j € {1,...,m}
and k € {1,...,n}: a) the function fy;(-,2) : |a,b] — Do is p(gir)-
measurable for every x € Dy; b) the function fi;(t,:) : D1 — Dy
is continuous for (g )-almost every ¢ € [a, b], and sup {| fi;(-, )| :
x € Dy} € L(la, b, R; gi1) for every compact Dy C Dj.

IfG; : [a,b] — R™™ (j = 1,2) are nondecreasing matrix-functions,
G =G;—Gyand X : [a,b] — R™™ then

t t t
/dG(T) - X (1) = /dGl(T) - X (1) — /ng(T) - X (1) for s <t,

Sk(G) = Si(G1) — Si(Ga) (k=0,1,2),

Llla, b, D;G) = 1 Llla,b, D)),

j:

2
K([CL, b] X Dl,DQ;G) = K([a,b] X Dl,DQ;Gj).
=1

=
IfG(t) = diag(t,...,t), then we omit G in the notations containing
G.

The inequalities between the vectors and between the matrices are
understood componentwise. A vector-function z € BV (|—a, al, R")
is said to be a solution of the system (1) if

t
x(t) = x(s) + /dA(T) f(r,z(T)) for —a<s<t<a.
By a solution of the system of generalized ordinary differential
inequalities

du(t) < dA(t) - f(t, z(t) (=)
we mean a vector-function € BV/([—a,al, R") such that
t

z(t) < z(s) + /dA(T) f(r,z(7)) (=) for —a<s<t<a.

S
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If s€ Rand § € BVla,b],) are such that

L+ (—LPd;B() #£0 for (~1(t—s)<0 (j=12),

then by v3(-, s) we denote the unique solution of the Cauchy problem

dy(t) =~(t)dB(t), ~v(s)=1.
It 1s known that

Ya(t, s) = exp(So(B)(t) — So(B)(s)) TT (1 —diB(r))*" " x

s<T<t

I (1+doB(7) ") for t,s € [a,b]. (3)

s<t<t

Definition 1 Let 0y,...,0, € {—1,1}. We say the pair
((ci)ii=1; (poi)izy), consisting of a matriz-function
(ci)ii=1 € BV([a,b], R"") and a positive homogeneous nonde-
creasing operator (yo;)i—, : BVi(la,b], Rl) — R, belongs to
the set U if the functions ¢ (i # 1; i, = 1,...,n) are
nondecreasing on |a,b] and continuous at the point t;,

dicii(t) >0 for te[—a,a (=12 i=1,...,n)

and the problem

n

oidx;(t) < El xi(t)dey(t) for t € |—a,al\{—0ca} (i=1,...,n),
(—1)jdjxi(—aia) § QCZ'(—O'Z'CL)deiZ'(—O'Z'CL) (] = 1, 2) 1= 1, e ,n);
ri(—oa) < woi(|lxe], ... |xn]) (G=1,...,n) (4)

has no nontrivial non-negative solution.

The set U7 has been introduced by I. Kiguradze for ordinary
differential equations.

Theorem 1 The problem (1), (2) is solvable if and only if
there exist vector-functions o, = (am)i; € BV(|—a,a], R")

(m = 1,2) and matriz-functions (Bpnix)i=y : [—a,a] — R™"
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(m = 1,2) such that B € L([—a,a], R;ai;) (m,j = 1,2;
ik=1,...,n),

t

anilt) = (=) + 3 ([ Braa(r) dara(r) -

=1 —0;Q

t
| Bscmit(7) dagi (7)) (m = 1,270 = 1,... n);

;a

ai(t) < as(t) for t € |—a,al; (5)
(—1)m0'@(f]§(t, L1y yLi_1, iji(t), Litlyee- ,l’n) — ﬁmzk(t)) S 0
for p(aiyjm—jjir) — almost all t € [—a,al,
ar(t) < ()L < aoft) (m,j=1,2 i,k=1,...,n);
(—1)m<$i — (—1)j ;;i:l f]{;(t, L1y ,a:n)djaik(t) — Oéml'(t)—

(=1 djeni(t)) <0 fort € [=a,a], ar(t) < (m)isy < aslt),
(=1Y0; >0 (m,j=1,2; i=1,...,n) (6)

and the inequalities
ari(—oia) < iy, ..., w0) < agi(—0oya) (i=1,...,n) (7)

are fulfilled on the set {(x;)}_y € BV (la,b], R"), a1(t) < (x)]; <
as(t) fort € |—a,al}.

Corollary 1 Let the matriz-function A(t) = (ax)} =, be non-
decreasing on [—a,a]. Then the problem (1), (2) is solvable if
and only if there exist vector-functions au, = ()i, €
BV(|—a,a],R") (m = 1,2) and matriz-functions (Bpi)} = :
[—a,a] — R™" (m = 1,2) such that B € L(|—a,al, R;aj)
(m,j=1,2ik=1,...n),

Api(t) = Qi(—0a) + XR: <_/t 5mz‘k(7')da1z'k(7')>

[=1

(m=1,2; i,k=1,...,n);



8
the conditions (5)—(7) hold, and the inequalities

(=1)"oi(fult, 1, .. ximy, ji(t), Tiv1, - -, Tp)—Fji(t)) <0

are fulfilled for p(a;;)-almost all t € [—a,a] and
() < (w)l) < aalt)

Theorem 2 Let the condition

n
(—1)m+10¢fk(757$1, cee CUn) signr; < Elpmik;z(t)\xz\ + Qk(t)

for p(amix) — almost all t € [—a,al
(m=1,2 i,k=1,...,n) (8)
be fulfilled on R", and let the inequalities

be fulfilled on BV (|—a, ] ”), where (pmmg)zl | €
L(|—-a,a], R""; An) (m = 1,.. ) @ = (qri)i €
L([ CL,CL],RQ, ) ( =1 2) C% S R+ ( ) Let: more-
over, there exists a matriz-function (ci)f -, E BV([ ,al, R™")
such that
((cit)ii=r; (Poi)izy) € U (10)

and

2 n

X_:l ki_jl /pmzkl damzk ) < Cil(t) _ Cil(s)

for —a<s<t<a (i,l=1,...,n). (11)
Then the problem (1), (2) is solvable.

Corollary 2 Let there exist m,mi; € {1,2} such that m +
my = 3 and the condition (8) and

n
(=)™ Mo fo(t, x1, ..., 2p) sgna; < l; nalxi| + qi(t)

for pam, i) —almost all t € [—a,a] (i,k=1,...,n)



be fulfilled on R", the inequalities
pi(@1, . wn)| < pali(s)| + G (i=1,...,n)  (12)
be fulfilled on BVy([a,b], R"),
0 < dja;(t) < |nul™" for (=1 (t +aya) > 0
(7=1,2, i=1,...,n) (13)
and let
:uzfyi(sia _Uia) <1 (7’ = 17 SR 7n)7 (14)
where (pmz'klyl;j,l:l = L([_aa a’]aRixn; Am) <Z =1,... 7n)7 nii € Ry
(Z 7é lz' Zal - 17"'7”)7 Nii < 0 (7’ - 17"'7”)7 qr = (%ﬂ)%:l S
L([—CL, a]vRﬁ-;Am) (m - 172)7CZ S R+ (7’ — 17--'777’); Hi € R—i—
and s; € [—a,al, s; # —oa (i=1,...,n),

a;(t) = /}:31 amgk(t) (G=1,...,n),7(t,s) =v.(t,s) (i=1,...,n),

al(t) = UZZO'Z(CV(U — Ckl'(—O'ia,» (Z = 1, ceey n),
and the functions v, (i = 1,...,n) are defined according to (3).
Let, moreover,

S

gii<1 (i:1,...,n) (15)
and the real part of every characteristic value of the matrix
(&i)i1=1 be negative, where

i = o + (1 = du)hi] — niigan (4,1 =1,...,n),

gi = (1 — wiyi(si, —0ia)) " a(si) + max {yu(—a), va(a)}
(i,0=1,...,n),

Yi(—oia) =0, valt) = |Bu(t) — Bu(—0ia)| — (1 — di)d; Bu(—0ia)

for (=1Y(t4+oa)>0 (j=1,2; i=1,1...,n),

0t
Ba(t) = /;—:1 | pmin(T)dagmin(1) (i =1,...,n),
hi=1 for u; <1 and

hi =14 (i — 1)(1 = piryi(si, —oia)) ™ for wi>1 (i=1,...,n).
Then the problem (1), (2) is solvable.
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Remark 1 . In the Corollary 2 we take as matriz-function
C = (Cz‘l)?,z:r'
Cil(_o_ia’) =0 (Z7l — 17 SR n))
cu(t) = nulai(t) — ai(~oia) — (=1Y d;ai(—0ia))+
Ba(t)——Bu(—oia)—(—=1)Yd;B4(—0a) textfor (—1)(t+oa) >0
(j=12 dil=1,...,n).

[f the matrix-function A = (au);—; : [~a,a] — R™*" is nonde-
creasing then the Corollary has the following form.

Corollary 3 Let the matriz-function A = (ax)}—; : [—a,a] —
R™™ be nondecreasing, the conditions (12)—(14) hold, the condi-
tion ,

oifi(t,z1,...,2,) sSgnx; < El nitl x| + qi(t)
for ) —almost all t € |—a,a] (i,k=1,...,n) (16)

be fulfilled on R" and let the real part of every characteristic

value of the matriz (n;(6; + (1 — 5il)hi))zl:1 be negative, where
az(t) = kz—:l azk(t) (Z = 17 cee ,77,),

(i=1,...,n) and a;(t) (i =1,...,n)

1,...,n) are defined as in the Corol-

(1), (2) s solvable.

and the functions ;(t, s)
and the numbers h; (i =
lary 2. Then the problem

Corollary 4 Let the matriz-function A = (ai )} : [—a,a] —
R™™ be nondecreasing and continues from the left, the condi-
tions (12),(14),(16) and

0< dgai(t> < ‘77”"_1 fOT t E] — CL,GJ[ (Z =1,... ,n)
hold and let the real part of every characteristic value of the ma-
triz (ni(0a+(1—0a)hi));,—, be negative, where the functions c(t)
(t=1,...,n), vt,s) (i=1,....,n) and a;(t) (i =1,...,n) and
the numbers h; (i = 1,...,n) are defined as in the Corollary 3.
Then the problem (1), (2) is solvable.
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Boundary value problems for impulsive systems.

In this section we realize the results given above for the impulsive
system

di: = f(t,z(t)) for a.e. t € a,b]\ {m}2, (17)

$(7k+) —x(mp—) = L(x(m.—)) (E=1,...,my), (18)
where f = (fr)i_; € K([—a,a] x R", R"), I, = (I;)!~, : R" — R"
(k =1,...,n) are arbitrary operators, —a < 71 < ... < Ty, < @
(we will assume 79 = —a and 7,41 = a, if necessary). By a so-
lution of the impulsive system (17), (18) we understand a continu-
ous from the left vector-function € Cioo([—a,a] \ {7}y, ™) N
BV,(|—a, a], R") satisfying both the system (17) for a.a. t € [—a, a]\
{7}, and the relation (18) for every k € {1,...,mg}.

Quite a number of issues of the theory of systems of differential
equations with impulsive effect (both linear and nonlinear) have been
studied sufficiently well. The results analogous to those are obtained
by [.Kiguradze for ordinary differential equations. But such results
are unknown for impulsive equations, as far as we know. Using the
theory of generalized ordinary differential equations, we extend these
results to the systems of impulsive equations.

By v(t) (—a < t < a) we denote the number of the points 7y
(k=1,...,mg) belonging to [—a, .

To establish the results dealing with the boundary value problems
for the impulsive system (17), (18) we use the following concept.

It is easy to show that the vector-function x is a solution of the
impulsive system (17), (18) if and only if it is a solution of the system
(1), where

A(t) = diag(ai(t), ..., anml(t)),
a;(t) =t for —a<t<m,
aii(t) =t+k for 7, <t < T
(k=1,...,mg; i=1,...,n),
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flre, ) = Ie(x) (K=1,...,my).

It is evident that the matrix-function A is continuous from the left,
doA(t) = 0ift € [—a,a]\{m }i2; and doA(Tp) =1 (k= 1,...,myg).
Therefore the system (17), (18) is a particular case of the system (1).

The definition of the set Ul(ty,...,t,) has the following form in
this case.

Definition 2 Let oy,...,0, € {—1,1} and

—a <7 < ...Tmy < a. We say that the triple (Q,{H:}i21, ¢o)
consisting of a matriz-function Q = (qu)}=; € L([—a,a], R™"),
a finite sequence of constant matrices H, = (hkil)lel e R
(k=1,...,mg) and a positive homogeneous nondecreasing con-
tinuous operator ¢y = (¢oi)i—; : BV(|—a,a],RY) — R be-
longs to the set UVn(Ty, ..., Tmy) of qu(t) > 0 (i # 1; i,1 =
L,...,n) for a.e. t € [—a,a], hgg >0 (i #1; 1,1l = 1,...,n;
k=1,... k), and the system

o (t) < é:l qu()x(t) for a.a. t € [a,b]\{m:};%; (i=1,...,n),

n
xl(Tkﬁ+) — Jf@(Tk—) < lzl hkil$l<7_k) (7’ — 17 sy 1Y k= 17 SR 7m0)
has no nontrivial nonnegative solution satisfying the condition
(4).

Theorem 3 The impulsive problem (17), (18); (2) is solvable
iof and only if there exist continuous from the left vector-functions

o = (mi)izy € Clael[—a,a] \ {7:}i2, R") N BVi([~a,a], R")
(m = 1,2) such that the condition (5) holds,

(=1 oi(filt,x1, -y @i, qyi(t), Ty, - oo ) — a(t) <0
for almost all t € [—a,a] \ {7},
ar(t) < () <ag(t) (j=1,2, i=1,...,n);
(—1)™(x; — Lri(xy, ..., xn) — ai(Tit)) <0
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for ai(me) < ()i < aolmi)
(m=1,2; i=1,...,n; k=1,...,my)
and the inequalities (7) are fulfilled on the set
{(z1)i2) € Croel[—a,a] \ {m}}2y, R") N BVi([—a,a], R"),
a1(t) < (z)y < as(t) textfor t € |—a,al}.
Theorem 4 Let the conditions

n
oifilt,x1, ..., x,) signx; < Elpu(t)!fcz\ + qi(1)

for almost all t € [—a,a]\ {m};%y (i=1,...,n)

and
n
oili(zy, ..., x,) signe; Slzlhku(t)\fﬁl\Jrq@'(Tk)

(k=1,...,mp;, 1=1,...,n) (19)

be fulfilled on R", and let the inequalities (9) be fulfilled on
Croc([—a, a] \ {7 };2, R") N BVi([~a,a], R") and

((Pat)i 1= L) 121 3y (0i)iey) € UV (T, oy Tong),

where q; € L(|—a,a],Ry) (i=1,...,n), G € Ry (i=1,...,n).
Then the impulsive problem (17), (18); (2) is solvable.

Corollary 5 Let the conditions (19) and
gifilton,. ) signz; < X ()l + g0
for almost all t € [—a,a]\ {m};%y (i=1,...,n)
be fulfilled on R" and let
—1<n; <0 (i=1,...,n),

piexp(ni(si +a)) - (L+mi)" ) <1 (i=1,...,n),
where n; and hiy € Ry (1 £ 1; 4,0 = 1,...,n), u; and {; €
R, (i=1,...,n), s; € [—a,a] and s; # —oa (i = 1,...,n).
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Let, moreover, the condition (15) hold and the real part of every
characteristic value of the matriz (§;);1=; be negative, where

i = nalda + (1 — du)hi] — miga (4,1=1,...,n),

gir = (1 — wirys) Yvalss) +yala) (i,0=1,...,n),
v = exp(nii(si +a)) (1 + )" (i=1,...,n),
vi(—a) =0, vt)=] X thkm for | —a,a| (i,l=1,...,n),

—a<Tp<

hi=1 for u; <1 and

hi =1+ (i — 1)1 = piyi)™" for p;>1 (i=1,...,n).
Then the problem (1), (2) is solvable.

Remark 2 In the Corollary 5 we take as matriz-function C' =
(Cil)Zzzl-'
ci(t) =nut + Bu(t) (i, 1=1,...,n),

where
ﬁig(t) = nut + S hg (Z,l =1,... ,n)

a<tp<t
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